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Understanding diffusion in energy materials is critical to optimising the performance of solid oxide

fuel cells (SOFCs) and batteries both of which are of great technological interest as they offer high

efficiency for cleaner energy conversion and storage. In the present review, we highlight the

insights offered by atomistic modelling of the ionic diffusion mechanisms in SOFCs and batteries

and how the growing predictive capability of high-throughput modelling, together with our new

ability to control compositions and microstructures, will produce advanced materials that are

designed rather than chosen for a given application. The first part of the review focuses on the oxy-

gen diffusion mechanisms in cathode and electrolyte materials for SOFCs and in particular, doped

ceria and perovskite-related phases with anisotropic structures. The second part focuses on disor-

dered oxides and two-dimensional materials as these are very promising systems for battery appli-

cations. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.5001276]
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I. INTRODUCTION

One of the key challenges facing our community is the

production of better materials for the generation, transport,

and storage of energy. New materials are needed to develop

existing and enable future technologies that will allow

energy to be used in a cleaner, more sustainable manner. In

this review, we consider the contribution of atomic scale

modelling of diffusion, specifically in materials that are part

of an electrochemical cell, as a battery or a solid-oxide fuel

cell. This is motivated primarily by the increasing impor-

tance of these components in our energy infrastructure, but

there is also an opportunity due to the current investment, to

exploit and develop broader concepts of the way materials

may function. We will discuss the use of modelling to under-

stand, and through the growth in computing power, to predict

diffusion and how this will ultimately allow the design of

novel compositions or microstructures to optimise properties

in a particular environment. The commercial and engineer-

ing interest and the (relatively) high level of solid-state diffu-

sion in these materials mean that a wide range of

computational approaches have been successfully applied

and accompanied by a wealth of experimental data. This

therefore offers a template for how research in other areas

may also evolve.

Diffusion is a fundamental process in solid state physics

that, despite being mathematically simple in its formulation,
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is fiendishly complex when required to be predictive in real

applications. This complexity emerges from the range of

time and length scales that in concert determine the bulk

behaviour of a material. Of these different time and length

scales, in this review we discuss the insights available from

atomistic modelling and simulations. Diffusion in the solid

state is intrinsically an atomic process, requiring the trans-

port of species essentially atom-by-atom from one side of an

electrochemical cell to the other. It is unsurprising that

atomic parameters influence diffusion. Beneath this, how-

ever, is a more fundamental reason for the atomic scale:

Diffusion is difficult to predict because details of the motion

of atoms are coupled to bulk properties, such as temperature

and stress, and to the microstructure and composition of a

material; there is, however, very little physics at length or

timescales smaller than an atom that needs to be included.

The motion of electrons occurs on timescales so divorced

from the motion of atoms in a solid that we can consider the

electrons to be predominantly in their lowest energy configu-

ration.1,2 Similarly, the process of diffusion, with the excep-

tion of a few special cases,3 is bereft of concerns over the

isotopic makeup of a given element’s nucleus. This break

with lower length scales provides a natural base for our dis-

cussion of diffusion and means that we may capture our

understanding using non-relativistic quantum mechanics,

one of the most powerfully predictive theories that we have

available.

The great difficulty in basing our models in the atomic

scale is of course that most components have a great number

of atoms and that these atoms move quickly and in ways that

are coupled to the position of other atoms, both in their

immediate neighbourhood and the broader microstructure of

a material. Two approaches have emerged to address this.

The first is multiscale modelling where the details of atomic

diffusion are contained but abstracted within higher length

scale models, which may include chemical concentrations,

reaction rates, temperature, or stress. In principle, a deep

dive into these models will recover the diffusion process

with full atomic-scale fidelity but coupled to the conditions

and environment at a specific location. This allows the mim-

icry of devices with realistic environmental conditions and

material heterogeneity. Its success depends on the tremen-

dous progress made in both computational power, and

equally important, the elegance with which we can pose

questions to and understand answers from our computers.

The second approach, which we concentrate on in this

review, is the use of atomic scale calculations to understand

and optimise diffusion in energy materials by direct compari-

son to experiment or application without recourse to a

sequence of higher length scale models. These data are a

subset of the multiscale approach, but the philosophy is suffi-

ciently different to merit individual consideration. The

advantages over the multiscale approach are that the simula-

tions are much more modest in their scope and therefore a

greater number of calculations can be performed. Combined

with the emphasis on understanding the diffusion process,

this allows predictions and empirical models to be developed

that may outperform larger length scale simulations. In the

field of energy, and increasingly across much of engineering,

materials with considerable compositional or structural flexi-

bility are being proposed and there is a dire need for rational

design rules to help target chemical synthesis. An emerging

trend in this field is the use of high-throughput simulations

together with large-scale data analysis to profile a whole

region of composition or structural space in order to predict

the properties of new, uncharted compounds.4,5

As examples of the use of atomic scale simulations we

select two current challenges of great technological impor-

tance to the energy sector: improving diffusivity in interme-

diate temperature solid oxide fuel cells (SOFCs) and solid

state battery cathodes and electrolytes. This is motivated by

their current commercial interest but also because the high

levels of diffusion make the physics of diffusion more

directly accessible in these materials. For both of these appli-

cations, and for several specific classes of materials within

them, we highlight examples of the atomic scale simulations

that have been performed, what insights have been proposed

of the dynamics of diffusion and where these insights have

had an impact in improving or developing materials.

A. Technological motivation

The importance of SOFCs is their potential for high effi-

ciency energy conversion accompanied by reduced emission

of greenhouse gases as compared to fossil-fuel based power

generation.6,7 For high operating temperatures (up to

1000 �C), SOFCs can operate with hydrogen and/or natural

gas efficiently converting the chemical energy to electricity

(for example, in combined heat and power applications) but

the high operating temperatures can result in materials issues

and increased cost.8–11 In particular, high temperatures lead

to thermal cycling, performance degradation, and the use of

expensive materials in interconnects.10 To alleviate these

issues, the community aims to lower the operating tempera-

tures of SOFCs to the intermediate temperature range

(500–700 �C).11–13 Regrettably, however, this reduction in

temperature leads to an increase in the losses for reaction

and transport kinetics in the active layers of the SOFC, and

in particular, the cathode and electrolyte. This has led to the

search for new classes of materials that have high oxygen

diffusivities at 500–700 �C. Oxygen diffusivities are impor-

tant as in the intermediate temperature range the oxygen

reduction reaction in the cathode and the oxygen transport in

the cathode and electrolyte need to be accelerated. This is

summarized by the following reaction:

1

2
O2 gasð Þ þ 2e� cathodeð Þ $ O2� cathodeð Þ

$ O2� electrolyteð Þ: (1)

The first part stands for the reduction of oxygen on the

cathode surface, whereas the second and third reactions rep-

resent the diffusion of oxygen in the cathode and electrolyte,

respectively. These reactions have high activation energies

in conventional SOFC materials (for example, as La1-

xSrxMnO3-d) and consequently, a temperature decrease will

result in significant electrical energy losses.14 In that respect,

mixed ionic-electronic conductors (MIEC) have been
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considered in previous studies,14–17 which determined that

the oxygen reduction kinetics in these MIEC electrodes is

contributed by both the oxygen surface exchange and diffu-

sion. Oxygen diffusion is also important for electrolytes but

it should be accompanied by low electronic conductivity.

The second example considered in the present review is

materials for cathodes and solid electrolytes for battery

applications. Solid-state rechargeable Li-ion batteries have

already attracted significant scientific investment due to their

high capacities and energy densities. The solid electrolyte is

an important component of the battery,18 with both theoreti-

cal and experimental studies focusing on the advanced

research of new systems. A key idea is to effectively increase

the ionic conductivity at the operation temperature by replac-

ing the solvent electrolytes with new solid materials in order

to exceed the restrictions that emerge in the case of electro-

chemical applications.18,19 Furthermore, the electrolyte has

to be compatible with the electrode materials which are used

for the charge and discharge procedures, a fundamental need

for the device operation as the ions are released and rein-

serted for hundreds of times during the battery life cycle.20

In both examples, the dynamics of ionic diffusion can

be affected and tuned by the crystal structure, composition,

doping, and elastic strain. Atomic scale modelling can offer

a direct way to gain detailed insight for the formation and

diffusion of defects in numerous inorganic materials of tech-

nological importance.21,22 In conjunction with related experi-

ments, atomistic modelling can provide a direct route to

uncover the governing dynamics of SOFCs and battery

materials.

This review is structured as follows: First, we summa-

rise the relevant diffusion mechanisms in solid state materi-

als and then discuss the two dominant atomistic scale

methodologies, density functional theory (DFT) and parame-

terised potentials. Then, we consider cathode and electrolyte

SOFC materials focusing on doped-ceria, the Ruddlesden-

Popper series of layered perovskites, and silicate and germa-

nate based apatite minerals. This is followed by the discus-

sion of lithium diffusion in partially disordered oxides such

as lithium lanthanum titanates (for example, La2/3-xLi3xTiO3,

LLTO) and two-dimensional materials such as MXenes.

Finally, we summarise and present future directions to opti-

mise the ionic diffusion and to discover new structures and

compositions using atomic-scale modelling.

II. DIFFUSION MECHANISMS

Diffusion in ionic materials is complex due to the pres-

ence of distinct cation and anion sublattices. Generally, dif-

fusion of both ion types is limited to their own sublattice;

however, the opposite sublattice often has a controlling influ-

ence on the overall level of diffusion, both directly during

the migration process and indirectly through control of the

number and character of the mobile species.

For net diffusion to occur in a crystalline material, atoms

must migrate away from their equilibrium positions into

neighbouring sites. In some special cases, this is achieved

through a total loss of the short range order on one of the

ionic sublattices (so-called Type-I superionics23,24);

however, the transformation to this distinct phase is often

accompanied by a discontinuity in the cell volume that

would prove problematic for device performance. In the

materials considered here, bulk diffusion is accommodated

through the individual or cooperative migration of point

defects (interstitials and/or vacancies). The overall diffusiv-

ity of a material is made up of effectively two parts (a) the

formation and stability of these charged species and (b) the

factors affecting the mobility of these defects within the

lattice.

A. Defect formation

At a finite temperature, all materials contain point

defects and their number and concentration are determined

by the temperature, the chemistry and crystallography of the

host lattice and the external environment. For example, the

classic Frenkel pair formation in a simple binary oxide like

MgO occurs via the reaction

O�O �!
Ef

O00i þ V••
O; (2)

where we use the Kroger-Vink notation25 to describe the

appearance of the doubly charged vacancy and interstitial in

the host lattice. The concentration of these species is deter-

mined by the law of mass action and the defect formation

energy Ef

Oi½ � VO½ �
OO½ � ¼ exp � Ef

kbT

� �
; (3)

where […] denotes the concentration of each species at a

temperature T. Equation (3) introduces a strong temperature

dependence of the defect concentration (and the thermal con-

centrations of point defects in many materials are conse-

quently very low unless close to the melting point) but much

important physics is also hidden within this definition of the

formation energy. It depends not just on the change in the

potential energy of a configuration of atoms, a quantity that

is (relatively) straightforward to calculate on an atomic scale,

but also on the differences in vibrational energy, electronic

and vibrational entropy, the external chemical potential, and

the difference in volume between the defective and perfect

crystal. These are thermodynamically well defined proper-

ties, but how to practically calculate or approximate them

from atomic scale simulations has only recently been

possible.26

Point defects may come from both intrinsic and extrinsic

sources. In the intrinsic case, non-stoichiometry may be

accommodated through reduction of one or more metal ions

to provide charge compensation, and transition metal (TM)

or lanthanide oxides are particularly favourable for this

mechanism. For example, the reduction of Ce4þ to Ce3þ ions

in CeO2 (Ref. 27) can provide a significant population of

intrinsic oxygen vacancies at high temperatures. These

reduction reactions however often come with an increase in

electronic conductivity; in the case of CeO2 the additional

electron and surrounding lattice distortion (a polaron) is

itself mobile and can hop between Ce sites. This may be

acceptable for electrode materials but unsuitable for
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electrolytes where it would provide a short circuit between

the two sides of the cell.

In the absence of any intrinsic charge compensation

mechanism, useful levels of diffusion in ionic materials can

also be achieved through the introduction of aliovalent dop-

ants into an ionic lattice.28 These stabilize an athermal con-

centration of charge compensating point defects (either

vacancies or interstitials) which may be controlled by the

level and type of dopant ion. For example, the solution of

yttrium into ZrO2 to form yttria-stabilized zirconia (YSZ)

produces half as many 2þ charged oxygen vacancies as there

are Y3þ ions onto a Zr4þ host site.

B. Defect mobility

A high concentration of charge carriers is necessary for

useful levels of diffusion; however they must also be suffi-

ciently mobile within the lattice. For many point defects, the

mobility is well approximated by harmonic transition state

theory,29 in which the frequency of site-to-site hops, �, at a

temperature T is given by

� ¼ �0 exp � Em

kbT

� �
; (4)

where Em is a migration energy for a given transition, and

within harmonic transition state theory, �0 is the ratio of

product sums of the vibration frequencies at the minima and

saddle point.

Using an oxygen-vacancy assisted diffusion process as

an example, this leads to a diffusivity

Dv ¼ VO½ �fk2�0 exp � Em

kbT

� �
; (5)

where k is the distance of each ion hop and f is a geometry

factor that represents the number of possible diffusion path-

ways. It follows that for most materials, diffusion at a given

temperature is determined by the concentration of mobile

defects and the smallest activation energy, Em, that is consis-

tent with bulk mobility. This is an in important simplification

as it means that of the myriad of possible routes for an ion to

move through a material, the one that actually matters is the

one with the lowest migration energy as this will have a

domineering influence on the bulk diffusivity. A corollary to

Eq. (5) is the observation that in cases where the [VO] term

in Eq. (5) is generated just from the exponential term in Eq.

(3), diffusion is only observed where sufficient populations

of intrinsic defects exist (for example, at high temperatures).

At lower temperatures, either an extrinsic population of

defects or reduction of a host ion is required to promote use-

ful ionic diffusion.

From Eq. (5), we may naively suppose that, as well as

higher dopant levels being beneficial to diffusivity, broadly

the increase should be linear with dopant ion concentration.

This is not generally true: the presence of a non-dilute level

of dopants may change both the migration energy through

effects such as chemical expansion30,31 and the overall

migration pathway. We show an example in Fig. 1 of an

abstract, two-dimensional lattice containing two aliovalent

dopants and an associated lattice vacancy. Although the indi-

vidual lattice hops have similar migration energies (and these

may or may not be altered by the presence of the dopant),

bulk diffusivity requires an extended network of accessible

sites and therefore we must include movement of ions to and

away from the dopants. This introduces an activation energy,

Ea, that is the sum of the migration energy, Em, and a binding

energy, Eb, required to separate the point defect from the

dopant ion. The overall effect is a complicated function of

this binding energy and the concentration of the dopants:

Very low dopant concentrations reduce the number of avail-

able point defects but may mean that the ions are infre-

quently trapped and highly mobile, particularly when this is

coupled with relatively low binding energies; conversely,

high dopant concentrations may allow the numerous point

defects to accomplish long range diffusion without ever leav-

ing the sphere of influence of the dopant ions.

What features of a crystal lattice are useful in promoting

high levels of diffusivity of ions? A common route to estab-

lish high levels of diffusivity will be through doping in some

way to provide an athermal concentration of point defects.

For this to occur, the lattice must be tolerant of both the dop-

ant ion and the resultant defects, which favours structures

with highly polarisable ions and soft elastic modes. These

allow the long-range Coulomb interaction between intersti-

tials or vacancies to be effectively screened and the local ion

relaxation around point defects to be amortised through an

extended structural relaxation, for example, the channel

expansion in apatites,32 the twisting of iodide tetrahedra in

silver rubidium iodide,33 or the titling of the octahedra in

perovskites.34

As well as a significant concentration of charge carriers

these species must also be mobile within the crystal lattice,

i.e., we would like to minimise Em in Eq. (5). During the

migration process, the mobile ion will pass through non-

ideal coordination with its surrounding ions. Ions which are

either small or highly polarisable are therefore favoured due

FIG. 1. Illustration of a vacancy diffusion mechanism with an overall activa-

tion energy of Ea composed of the basic migration energy, Em, plus the

energy needed to separate the ion from a dopant to enable long range

diffusion.
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to their ability to squeeze through smaller gaps in the sur-

rounding structure.35–37 Good ionic conductors also often

adopt a rich variety of polytypes as a function of pressure,

temperature, or composition; this structural agnosticism is

linked to the ability to provide the low energy pathways, a

network of partially occupied sites and the ability to locally

distort in order to ease the passage of the mobile ion [for

example, the percolation and paddle wheel mechanisms pro-

posed in Li2SO4 (Ref. 38)].

III. ATOMISTIC SIMULATION METHODOLOGY

As the focus of the present review is diffusion in energy

materials we will briefly introduce the two common

approaches to atomic scale modelling of these materials:

density functional theory (DFT) methods and parameterised

potential forms, noting the differences in approach between

the two. We shall also discuss the use of these methods in

calculating bulk diffusivity.

A. Electronic structure methods

A quantum mechanical formulation offers the most

complete description of atomic interactions in the solid state;

however, the analytical or direct numerical solution of

Schr€odinger’s equation is intractable for greater than a hand-

ful of atoms because of the correlations between the multiple

electrons. DFT recasts the problem of many interacting elec-

trons and nuclei to a single particle Kohn-Sham expression39

which assumes that (i) the total energy (or in fact any ground

state property) of a system of electrons is written as a unique

functional of the total electron density, and (ii) the varia-

tional minimum of this total energy is exactly equivalent to

the true ground state energy. This is a huge simplification

and has been crucial in the adoption of the technique for a

wide range of solid state calculations.

The central tenant of DFT, which replaces the complex,

interacting set of electron wavefunctions with a functional of

single scalar field, is exact; finding a suitable set of function-

als that represent the exchange correlation however requires

an approximation. The success of DFT in describing solid

state systems is due to the ability of relatively unsophisti-

cated functionals to predict bulk properties with remarkable

accuracy. For example, the local density approximation

(LDA) introduced with the original Kohn-Sham expres-

sions39 derives the exchange-correlation functional by

assuming that each infinitesimal element of density contrib-

utes an exchange-correlation energy equal to that of a uni-

form electron gas.40 The charge density around atomic cores

is highly non-uniform and therefore, the approximation is

unjustified on any physical basis other than it works and it

works for a huge variety of different systems. The general-

ised gradient approximation (GGA) was introduced specifi-

cally to recognise some of the shortcomings of the LDA by

allowing the exchange energy to vary with the gradient of

the electron density and gives better replication of some

binding and dissociation energy (particularly for those con-

taining hydrogen).41–43

The physics of the calculation is fixed by the choice of

the exchange functional. Many further parameters can degrade

the accuracy of the calculation (and often this is an appropri-

ate tradeoff for computational expediency) but never replace

the physics absence from the original formulation. The use of

the LDA or GGA is a reasonable starting point for many solid

state calculations and is often entirely sufficient to predict

gross trends across different substitutional elements.

However, a number of further functionals have been proposed

which reintroduce some of the physics absent from the LDA

or GGA treatments44 for a range of chemical and solid state

problems. Of greatest importance for the treatment of diffu-

sion in energy materials is the handling of compounds doped

with rare earth or transition metals using either hybrid func-

tionals or the Hubbard model. Hybrid functionals improve the

estimates of the ground state energy through an admixture of

the traditional DFT functional and an estimate of the exact

exchange energy calculated from Hartree Fock theory45 but

using a common electron density for the two expressions. The

Hubbard model, often described as “DFT þ U”, introduces an

energy correction term (which may be empirically fitted to a

band gap) for both the Coulomb and exchange energies of

localised electrons that biases the calculation to favour either

fully occupied or unoccupied energy levels.46 Both of these

approaches are extremely important in replicating the band

structure of many important transition or rare-earth metal

compounds47,48 because the higher angular momentum d- and

f-orbitals in these elements are more strongly localised around

the atomic core and there is a greater consequence of the

neglect of electron-electron interactions in the Kohn-Sham

expression. Obtaining the correct band structure in these cases

may have a direct effect on the accuracy of the calculated

defect energies.49 The use of these variations in the original

LDA or GGA is not without difficulty, however, particularly

when considering solid solutions where the end members may

have established (but different) values of the on-site correction

term.50

The majority of compounds considered for both battery

applications and solid oxide fuels cells are paramagnetic at

their operating temperatures. However, as many DFT calcu-

lations are commonly based on energy minimisation, cor-

rectly identifying the lowest energy, zero temperature

structure requires the correct magnetic ordering to reproduce

accurate bond lengths and defect interactions. Neglecting

spin polarisation for magnetic species that are diffusing (for

example, transition metals in a non-magnetic host metal lat-

tice51,52) certainly leads to significant misrepresentation of

the migration energies but it is unclear whether similar care

is needed for non-magnetic ions, such as oxygen or lithium

ions, in a host crystal which exhibits a fixed magnetic order-

ing in its ground state. Relatively small energy differences

have been reported between magnetic states (0.01–0.1 eV/

ion) compared with defect formation and migration energies

(�1 eV)53 but recent work has highlighted quite subtle

effects on calculated migration pathways54–56 and these

should be investigated.

The practical machinery of a solid-state DFT calculation

normally consists of an iterative, self-consistent solution to

the Schr€odinger equation using a Hamiltonian which itself is

a functional of the electron density (calculated in turn from a

trial wavefunction). This can be used to predict the ground
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state energy (or any ground state property) of a system of

electrons to a specified energy tolerance. There are a number

of pragmatic approximations, particularly in periodic sys-

tems, that may make these repeated calculations more effi-

cient with minimal loss of accuracy: the truncation of the

wavefunction in reciprocal space up to a certain finite value

(the cutoff energy), the use of a combined pseudopotential

representing the atomic nuclei and chemically inactive core

electrons to remove rapidly varying, and therefore high

energy, parts of this basis set,57 and the discretisation of the

electronic density over a grid of points in reciprocal space

(the k-point grid or spacing).58 All of these have a sound

mathematical basis and are a judicious compromise between

speed and computational accuracy especially when they

allow the use of larger system sizes, more calculations, or

more complex functionals. They may however affect the

reproducibility, accuracy, or transferability of the results and

we echo the advice of Mattsson and coworkers44 in the

importance of reporting these parameters in published work.

B. Empirical potentials

In spite of the mathematical paraphernalia required to

approximate the solutions to the wave equations, the resul-

tant energies and forces between atoms in crystals almost

always tend towards the familiar ionic, covalent, or metallic

bonds that we would recognise from general chemistry.59,60

These are often well described by much simpler expressions.

The great advantage of these parameterised forms is that the

energy can be expressed simply as a function of the atom

positions (rather than a variational ground state energy

obtained through DFT). Their evaluation is therefore several

orders of magnitude quicker than electronic structure calcu-

lations. Since the inception of computer simulations of

atomic motion,61–63 the use of parameterised or effective

potentials has always led to true ab initio methods in terms

of system size and accessible timescales.64

These parameterized potentials describe the potential

energy between atoms within the classical Born-like descrip-

tion of the crystal lattice.65 The interactions between pairs of

ions are partitioned into a short-range potential energy (for

example, the Buckingham or Born-Mayer-Huggins poten-

tials66–68) together with a long-range Coulombic term. The

imposition of a point electrical charge does not imply that

the system is fully ionic69 and in many cases, partial charges

are used rather than the full valence charge of each ion.

More complex potential forms have also been intro-

duced70–74 which offer modifications to address some of the

simplifications of the Born model through better consider-

ation of many body dynamics. The fitted data for the parame-

terised potentials are traditionally based on the bulk

thermophysical properties of the crystal (for example, the

elastic constants or thermal expansivity) but increasingly

these are being supplanted through high quality DFT calcula-

tions of point and extended defects.75

C. Estimating diffusion from molecular dynamics (MD)

Either DFT or parameterised potentials may be used to

predict the energy of a configuration of atoms. Static energy

calculations of these configurations may enable the study of

some aspects of diffusion (for example, defect binding ener-

gies); however, ultimately dynamics are required in order to

fully understand how to predict and optimise diffusion. We

discuss first the most direct route of calculating diffusion

through molecular dynamics (MD) simulations, which model

a very small portion of matter at a specified external temper-

ature and pressure in order to directly model the diffusion

processes in the correct thermodynamic equilibrium. This is

frequently employed with empirical potentials but a growing

body of DFT calculations have been developed despite the

considerable computational burden. Following this, we dis-

cuss how energy minimisation can provide insights of the

dynamic behaviour of crystals which may be used to predict

the diffusivity of a species without needing to perform long

timescale simulations.

Molecular dynamics simulations establish how a given

configuration evolves over time by numerical integration of

Newton’s laws. This is attractive as over a long period of

time it allows all of the various configurations of a system to

be sampled with their correct thermodynamic probability,

and assuming that the underlying DFT or potentials are accu-

rate, is probably the closest we may come to visualising

atomic time and length scales. In practice, the rapid oscilla-

tions of atoms around their equilibrium sites (in the terahertz

range) mean that MD requires very small integration time-

steps of around a femtosecond to reproduce the system

dynamics, even modest timescales therefore require the

accumulation of very large numbers of iterations.

The system size of the computer simulations must con-

tain sufficient atoms to model the crystal and its defects but

also sufficient extra material to negate image-image interac-

tions (assuming, as is common, a periodic system). This is

particularly challenging for ceramics as the Coulomb inter-

action between pairs of charged defects decays much more

slowly than other interaction terms. In the past, this has been

a significant restriction of the applicability of molecular

dynamics. The system size is, however, a parameter that

adapts well to the parallelisation available on modern com-

puting clusters. Current simulations using empirical poten-

tials are able to model crystalline materials with billions of

atoms, which with some judicious choice of boundary condi-

tions, enable dislocations, boundaries, and even semi-

realistic grain sizes to be studied. DFT-based molecular

dynamics simulations are vastly more expensive but have

recently been able to consider not just point defects in

ceramics but the dynamics of their interaction with extended

defects such as dislocations.76 It is likely that the rapid pace

of increasing computational power will extend the scope of

simulations in the short and medium term.

Modelling long timescales, and in particular, the influ-

ence of rare events on diffusion, is a greater challenge.77

Currently, traditional MD using parameterised potentials can

routinely access nanosecond timescales for millions of par-

ticles. However, simulation time is sequential so larger com-

puters only gift us the ability to reach the same nanosecond

timescales for greater numbers of particles. Many simple dif-

fusion processes are ergodic and so the spatially averaged

behaviour of a configuration of atoms can provide a
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substitute for a lack of knowledge of long time behaviour.

There are still significant challenges however if we wish to

model long time scale processes, such as the ageing of mate-

rials after many charge/discharge cycles, with atomic scale

resolution.

Given that the simulation techniques are capturing the

relevant atomic processes, how do we actually link these to

experimental parameters, for example, the bulk diffusivity,

D? Assuming that we have an MD simulation of sufficient

length of time to provide a statistically useful number of ion

hops the most direct method is from a measure of the dis-

placement of the mobile ions through the Einstein

relationship:

D ¼ lim
t!1

1

6t
msd tð Þ; (6)

where the mean squared displacement of the N mobile ions

at a time t after a reference time t0 is defined to be

msd tð Þ ¼ 1

N

XN

i¼1

j~ri tð Þ �~ri t0ð Þj2; (7)

where ri(t) denotes the position of ion i at time t. If the simu-

lation has covered a sufficient amount of time, then a plot of

msd(t) against time will be linear, and in the absence of infi-

nite time, the asymptotic gradient of this plot will be a good

approximation to the limit described in Eq. (6). A second,

less frequently used, method of calculating diffusion from

the velocity autocorrelation function78 which recognises that

the position of an atom can be written as the time integral of

its instantaneous velocity (a per-atom property calculated

during the MD simulation), and therefore the mean squared

displacement in Eq. (7) may be evaluated by numerical inte-

gration of the autocorrelation of an atom’s velocity vector

over long times.

D. Estimating diffusion from molecular statics

The greater computational cost of DFT usually pre-

cludes its use in establishing diffusion coefficients through

Eqs. (5) and (6). However, there are direct ways of accessing

the activation energy provided the dominant point defects

and their migration pathways are known, or can be reliably

guessed. In particular, transition state optimisation using

nudged elastic band79,80 or synchronous transit81 methods

have been used extensively to establish the minimum energy

required to move from one atomic configuration to another

(i.e., the individual values of Em in Fig. 1). From this it is

possible to reconstruct the overall activation barrier for diffu-

sion by stringing together each migration hop in order to

form a continuous path. This is often all we need to discrimi-

nate between different candidate materials, as estimating the

activation energy for diffusion [rather than the absolute value

of diffusivity as given in Eq. (6)] frequently results in the

optimum material selection given the importance of lower

temperatures in commercial batteries and fuel cells.

The difficulty with transition state search methods is

that they assume details of the diffusion pathway are known.

In many simple structures, this may be obvious and the

contribution of higher energy migration pathways is inconse-

quential. However, there are examples where migration of

defects occurs via non-intuitive pathways, for example, the

“additional” site identified in oxygen migration in apatites82

or the intersticialcy mechanism proposed in La2NiO4þd.
83

The success of this transition state optimisation is therefore

dependent on being able to identify all of the important dif-

fusion pathways, not just a subset of them.

Various automated discovery methods have been pro-

posed using the attractively simple MD approach whilst

retaining the ability to examine long timescales. The most

frequent technique is adaptive kinetic Monte Carlo, in which

transition state calculations (using either DFT or empirical

potentials) are coupled with a framework code that evolves a

system according to a set of steps or atom hops that are cal-

culated on-the-fly.77,84 By dispensing with the need to simu-

late the atoms vibrating around their equilibrium positions,

and thereby concentrating on the actual migration process,

these methods can achieve simulations of diffusion running

into milliseconds of time whilst still retaining full atomic

scale fidelity. We also highlight the success of accelerated-

or hyper-dynamics methods developed by Voter and co-

workers at Los Alamos National Laboratory.77,85,86 These

attempt to address the timescale problem through recourse to

transition state theory in order to directly accelerate molecu-

lar dynamics simulations. These may be useful in predicting

the evolution of energy materials, for example, the long term

segregation of species leading to electrode ageing, or the pre-

diction of complex and rare defect clusters that may have a

disproportionate effect on the overall migration rate.

Implicit within many reported DFT calculations and all

empirical potential calculations of diffusion is a presumption

of the dominant mobile species. In real crystals, the forma-

tion enthalpy and therefore concentration of the mobile

defects will vary with the external chemical potential of the

defect and the (temperature dependent) contribution of elec-

tronic and vibrational entropy and energy. This may lead to

non-Arrhenius behaviour, which will not be captured

through either migration or defect energy calculations, and

even a switching of the dominant defect type in different

temperature regimes.55 Calculating accurate values of these

various contributions within DFT is possible but complex

even in relatively simple crystal structures: for example,

recent work has offered a robust framework for defect

enthalpies in metal-oxide systems.26 Extending these calcu-

lations to more complex compounds is a non-trivial exercise

requiring calculations that exhaustively consider plausible

defect arrangements, are sufficiently accurate and reliable to

provide quantities such as the phonon density of states, and

also transferable such that the energy changes can be

couched in absolute terms to external reference points such

as a well characterised oxide or the ionisation of an O2 mole-

cule.87,88 Despite these difficulties, predictions have been

made that show excellent agreement with experimental val-

ues of diffusivity across a wide range of temperatures and

external conditions using solely static and transition state

DFT calculations.26,55,89

The choice of DFT or parameterised pair potentials is

problem-specific. Pair potentials have a clear advantage in
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the system size or timescales accessible, as a rough guide tra-

ditional DFT is a factor of around 105 times more computa-

tionally expensive per unit time or (each) linear dimension.64

Empirical potentials, however, require a robust parameter set

and will struggle when required to predict more chemically

orientated behaviour, for example, charge transfer, mixed

ionic and covalent bonding or interfaces between different

classes of materials. DFT simulations of dynamic behaviour

are still challenging and require either significant computing

infrastructure to obtain the long timescale behaviour or a

comprehensive understanding of the crystallography of a

system in order to confidently identify all of the possible

transition pathways and defect configurations.

IV. OXYGEN DIFFUSION MECHANISMS IN SOFCs

Considered here are two applications of materials in

solid oxide fuel cells, the electrode and the cathode both of

which have exacting property requirements and considerable

commercial interest in improving their performance. The

electrode is subject to large differences in chemical potential

(pO2 from 1 to 10�15 atm) due to the porosity of both the

cathode and anode and therefore, it must be chemically sta-

ble across a wide range of oxidising and reducing conditions.

It should also display close to pure ionic conductivity at the

operating temperatures as any electronic conductivity will

cause a partial short circuit and reduce the cell efficiency.

Cathode materials are both electronic and ionic conductors

and require high oxygen diffusion (and rapid surface

exchange rates) in order to promote an extensive reaction

volume with the supplied fuel. The materials chosen must

also be chemically compatible with other elements of the

cell, for example, avoiding the formation of insulating

phases at the boundary,90,91 and have similar thermal expan-

sion coefficients to avoid cracking and delamination at the

interface during repeated heating and cooling cycles.8,92

Recent developments in fuel cell infrastructure have

placed a premium on materials that can achieve the combina-

tion of these properties at lower operating temperatures

(500–700 �C) rather than the highest absolute oxygen diffu-

sivity.13 These lower operating temperatures hasten the

adoption of SOFCs through lower costs and reduced con-

cerns over material degradation and ageing due to prolonged

high temperature service. The commercial drive to reduce

operating temperatures of fuel cells has focused the com-

munity’s attention on producing materials that have low acti-

vation energies for oxygen diffusion, as these will preserve

high levels of oxygen transport at low temperatures. Many

oxides do have relatively low intrinsic migration energies

due to the large and highly polarisable electronic structure of

the oxygen ion; this permits a range of different chemistries

and an easy passage through the surrounding ion sublattice.

The difficulty is that oxides are generally intolerant of devia-

tions from stoichiometry and the low migration energy is

therefore often coupled with very low levels of intrinsic

point defects. The challenge in oxide crystals is to introduce

dopants which contribute charge-compensating oxygen-ion

vacancies or interstitials but do not obstruct or hinder the

migration route for bulk diffusion.

In this section, we focus on oxygen diffusion in doped

ceria (CeO2) which is an alternative solid-electrolyte with

better low temperature performance than the more common

cubic stabilized zirconia (CSZ). We then contrast this with

the diffusion mechanism in cathode materials formed from

perovskite and layered-perovskite Ruddlesden-Popper

phases. These are an example of more complex crystal struc-

tures, with highly anisotropic migration pathways, compared

to the relatively simple crystallography of ceria. Finally, we

discuss the promising new work on oxygen ion diffusion in

silicate and germanate based apatite phases.

A. Doped-ceria

Doped-ceria (CeO2 with aliovalent dopants) is a

fluorite-structured crystal, as illustrated in Fig. 2. It is gain-

ing increasing use in intermediate temperature oxide fuel

cells due to its high oxygen diffusivity, rapid oxidation and

reduction kinetics, and chemical stability. At intermediate

temperatures, it outperforms the more common and structur-

ally related cubic-stabilized ZrO2 (CSZ) despite its non-

negligible levels of n-type electronic conductivity at temper-

atures above 600 �C. Practical fuel cell examples have dem-

onstrated the use of the material with only a small resultant

drop in voltage due to the parallel electronic component.93

Even in the undoped case, the intrinsic oxygen diffusiv-

ity in ceria is substantial at high temperatures, as the normal

Frenkel pair concentration of defects is swollen by oxygen

vacancies produced through the reduction of Ce4þ ions to

Ce3þ charge states.94 The mobility of these oxygen vacan-

cies has been modelled using DFT27,95 and in this simplest

case has revealed a cooperative hopping of individual oxy-

gen vacancies accompanied by a dynamic redistribution of

electronic charge across cations during the migration

process.96

The benefits of ceria electrolytes are more compelling at

low temperatures and the majority of studies have therefore

FIG. 2. Crystal structure of CeO2 showing the cubic unitcell (black lines)

with Ce and O atoms in yellow and red, respectively. Trivalent metal ion

substitutions take place on the Ce sites with accompanying oxygen vacan-

cies on the oxygen sites.
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examined the behaviour of ceria when doped with aliovalent

metal ions to preserve the low temperature diffusivity. The

mechanism of improved oxygen diffusivity through doping

CeO2 (and similarly in ZrO2) occurs through the formation

of charge compensating oxygen vacancies. For example, the

reaction of a rare earth oxide, Re2O3, with ceria

Re2O3 þ 2Ce�Ce þ O�O ! 2Re0Ce þ V••
O þ 2CeO2; (8)

where the rare earth cation substitutes directly onto the Ce

site and the oxygen hypostoichiometry is accommodated

through the formation of doubly charged oxygen vacancies

within the host lattice.97

In principle, many trivalent cations will provide com-

pensating oxygen vacancies and indeed the range of solu-

ble rare earth elements into CeO2 is extensive. In practice,

the link between dopant species, concentration, and bulk

oxygen diffusivity is not a simple relationship and

becomes more complex when we consider multiple substi-

tutions of either alio- or isovalent (e.g., ZrCe
�) cations.

Atomic scale simulations have therefore been able to pro-

vide guidance as to which dopant, or combination of dop-

ants, should provide the lowest activation energy for bulk

oxygen diffusion.

Several authors have looked at the effect of single, dilute

ion species on the oxygen migration barriers and all remark

on the additional complexity this creates. For example, the

introduction of an isolated PrCe
/ defect alters the migration

barriers surrounding the ion to a range between 0.41 and

0.78 eV,95 but it also traps the oppositely charged oxygen

vacancies near to the substitutional metal site. The trapping

distance is a competition between the Coulombic attraction

and the requirement for the local strains to be accommodated

in the lattice; for Pr-doped ceria this occurs at the second-

nearest neighbour site but GdCe
/ defects (for example) prefer

a first nearest neighbour oxygen vacancy.98 These results

highlight the requirement to consider not just migration bar-

riers, or the increase in charge carrier concentration, but the

entire pathway required for bulk diffusion.

The effect on migration barriers and different levels of

binding have led several authors to consider the question of

which ions promote the highest overall diffusivity.99–102 The

consensus that has emerged is this is driven by the substitu-

tional ion size, for example, in the lanthanide series ions

with a smaller radius (or a greater atomic number, Z) than

Z¼61Pm tend to nearest neighbour coordination with oxygen

vacancies and ions with radii greater than 61Pm tending to a

second nearest-neighbour. Andersson et al.99 categorise this

behaviour in terms of the competition between the interac-

tion between strain fields (driven by the size of the trivalent

ion) and the attraction between oppositely charged point

defects. Using configuration averaging of the different cation

positions they arrive at an overall activation energy for diffu-

sion which is lowest for 61Pm or 62Sm dopants. Pm is radio-

active and unlikely to be commercially used, however the

high diffusivity of Sm-doped ceria has been confirmed.103

Recent experiments based on comparison of similar prepared

samples with different rare earth dopants has however

revealed that there are still some puzzling features of the

diffusion behaviour, in particular, the link between low lev-

els of elastic strain and optimum diffusivity.104

As well as the dopant species, there is also a non-linear

relationship between the dopant concentration and the oxy-

gen ion diffusivity in doped-ceria. At low dopant levels, the

diffusivity rises with the dopant concentration as a greater

population of charge carriers is produced. This increase,

however, does not scale simply with dopant concentration

and may eventually start to decline, for example, in Gd- or

Sm-doped ceria conductivity is reported to drop as levels are

increased beyond about 10 wt. %.105,106 Experimental meas-

urements of this change as a function of dopant species and

dopant level have revealed a pronounced drop and then sub-

sequent rise in activation energy for electrical conduction.107

This non-intuitive result was considered in early model-

ling work which identified the importance of oxygen

vacancy ordering and clustering around substitutional metal

ions;108,109 in particular, at low dopant levels, oxygen ion

vacancies are generally bound to individual metal ion dop-

ants and long scale diffusion depends on them bridging

between these point defects. Higher dopant levels lead to a

frustration of the oxygen ion mobility due to the organisation

of oxygen vacancies into small clusters110–112 and a forced

transition between a preference for next nearest neighbour to

nearest neighbour coordination.113,114 Co-doping with multi-

ple trivalent ions dramatically increases the number of possi-

ble configurations; however, initial studies have shown that

it is an effective method to suppress the formation of larger,

immobile oxygen vacancy clusters and therefore improve

diffusivity at higher dopant levels.115,116

The importance of the strain fields surrounding point

defects in determining the optimum level of diffusivity leads

us towards a second method of controlling diffusivity in

ceria. This is through the deliberate introduction of strain

into the equilibrium host lattice through doping with isova-

lent foreign ions, for example, ZrCe
�, or layered heterostruc-

tures which result in extended epitaxial strain fields at the

interface between different compositions.117–120 The effect

of imposed lattice strain has been noted for several

years;117,121 however, recent interest has been sparked by

reports of a dramatic eight order-of-magnitude increase in

conductivity in epitaxially grown zirconia-strontium titanate

heterostructures.122 Although the magnitude of the change is

not without controversy,123 many other studies have also

made a clear link between imposed lattice strain and an

increase in the oxygen diffusivity in CeO2,124,125 ZrO2, and

other fluorite structured oxides.126

The role of strain in altering ionic conductivity has gen-

erated several atomic scale studies in order to confirm the

effect, examine its possible magnitude, and search for a pos-

sible origin. Strain is well defined on an atomic scale and

easy to modify in simulations and therefore, most authors

have looked at the direct effect of compression or expansion

of the cell axes on the net diffusivity or migration ener-

gies.124,125 These studies support an effect of strain in both

the doped and undoped cases. The origin of the effect is at

least partially attributed to the changes in the vacancy to

rare-earth binding energy;124 however, the observation of the
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effect in the undoped case also suggests a more fundamental

relationship between lattice strain and the activation energy.

Although absolute levels of diffusivity have been the

main driver for improving ceria based electrolytes, several

studies have also considered a more nuanced approach in

considering both the thermal stability, compatibility with

other substrates, and device ageing. For example, the experi-

mental work of Hong and Virkar97 was recently analysed

and developed by Marrocchelli and co-workers to provide a

general approach to modelling and predicting chemical

expansivity within doped ceria systems.30 These results are

important both in understanding the potential incompatibility

of different dopant containing materials but also in designing

new materials with combinations of dopants that lead to

near-zero chemical expansion.

Doped ceria is structurally the simplest compound con-

sidered in this review. We pause at this point therefore to

consider the contributions atomic scale simulations have

made to our understanding of the dynamics of the diffusion

process:

1. Oxygen diffusion in doped ceria is achieved through a

vacancy diffusion mechanism; however, the influence of

dopant ions on this diffusivity is not simple. Atomic scale

simulations have been used to isolate the various contri-

butions due to elastic strain effects and Coulomb interac-

tions.99 This opens the way to developing predictive

design rules based on the ionic size to optimise the choice

of dopant ions.

2. Dopant ion concentration determines the net concentra-

tion of oxygen vacancies and therefore the availability of

charge carriers, but this is not a linear relationship. It is

frustrated at higher dopant levels by vacancy-vacancy

interactions and the formation of less-mobile oxygen

vacancy clusters around foreign cations. Kinetic Monte

Carlo models have shown an ability to replicate these

effects84,112 and are likely to be the only currently avail-

able method of optimising the composition of materials

with significant dopant levels and multiple cation

substitutions.

3. The effect of lattice strain on diffusivity, as imposed by

layered heterostructures, is difficult to study experimen-

tally as measurements are often done on bulk properties

and may be conflated with the effects of electronic con-

ductivity.122,123 The use of atomic scale simulations sup-

ports the effect of strain on oxygen ion diffusivity in

doped ceria and offers a clear way to study and potentially

optimise the effect through either isovalent dopants or tai-

lored microstructures.

It is also important to stress that even in this simplest

material, the questions being asked are beyond the capability

of chemical synthesis to explore all possible compositions.

And the non-linearity of diffusivity with dopant concentra-

tion and strain means that finding the best composition can-

not proceed via a simple serial search. Understanding the

diffusion process on an atomic scale is the only method capa-

ble of predicting optimum diffusivity simultaneously across

many different compositions.

B. Perovskites

Perovskites are oxide crystal structures with the general

composition ABO3 where A is often a rare earth or alkali

metal and B is often a transition metal. They display an

approximately cubic structure consisting of the larger A ion

surrounded by eight, corner-sharing BO6 octahedra as illus-

trated in Fig. 3(a). The ability of the octahedra to tilt and

twist give the A and B sites the ability to adapt to a wide

range of different cations, and combined with the polariz-

ability of the oxygen ions, perovskites exhibit a broad range

of material properties arising from the strong coupling

between their crystal structure, the electronic structure, and

their magnetic structure.127

Ionic conductivity in perovskite structured oxides was

first identified in LaGaO3 by Ishihara and co-workers128 who

determined that Mg and Sr cation substitution produced the

highest overall oxygen self-diffusion through the formation

of mobile oxygen vacancies (rather than electron holes at

lower temperatures129) through the reaction

2SrOþ 2La�La þ O�O ! 2Sr0La þ V••
O þ La2O3: (9)

Most SOFC-relevant perovskites consist of rare-earth or

alkaline metal ions on the A-site (e.g., La and Sr or Ca and

Ba) and a mixture of reducible, transition-metal ions on the

B-site (e.g., Mn, Ni, Fe or Co). The concentration of oxygen

vacancies is determined by Eq. (9) but additional vacancies,

prevalent at high temperature or low oxygen partial pres-

sures, may also be formed by reduction of the B-site cation,

for example, the reduction of Fe4þ to Fe3þ produced doubly

charged oxygen vacancies through

2Fe•
Fe þ O�O !

1

2
O2 þ 2Fe�Fe þ V••

O: (10)

Maximising the oxygen diffusivity in these materials

requires low values of the overall migration energy (includ-

ing trapping by aliovalent dopants31) and formation energy

of oxygen vacancies [using both Eqs. (9) and (10)]. This

FIG. 3. Plots Showing (a) the perovskite structured LaGaO3 and (b)

Ruddlesden-Popper phase La2NiO4; the Ruddlesden-Popper phase is built

up of alternate perovskite layers interspersed with rocksalt LaO layers.
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must also be balanced against the overall stability of the

perovskite lattice and the tendency of high concentrations of

oxygen vacancies to form ordered arrays in Brownmillerite-

type phases with a consequent fall in oxygen mobility.129–131

The initial observation of the high levels of ionic con-

ductivity in doped-LaGaO3 perovskites was first examined

using atomic scale simulations based on empirical potentials.

These identified the lowest energy diffusion pathway,132

which consists of a curved migration of an oxygen vacancy

in an arc around the GaO6 octahedra and also show good

agreement with experimental values of the migration

energy.133 Further powder diffraction work confirmed this

prediction through maximum entropy refinement of diffuse

neutron scattering data.134 The role of the isovalent Mg co-

dopant was also examined and found to control the tilting of

the GaO6 octahedra with higher levels of oxygen diffusion

being attributed to the higher symmetry structure.135

Atomic scale simulations have been used to identify the

role of each possible dopant, in particular, the role of cation

trapping of charged defects.132,136 Sr substitution was found

to have a surprisingly minor effect on binding to oxygen

vacancies; however, Mg ions were proposed to have a dual

role in stabilising the GaO6 octahedra and increasing the sol-

ubility of Sr137 but also increasing the overall activation

energy for migration.138 The formation of Mg-VO clusters

predicted by simulations has also been mooted as an expla-

nation for the distinct non-Arrhenius behaviour reported for

LaGaO3-based compounds.139 A number of empirical poten-

tial studies have also considered doping on the B site to form

LaBO3 (B ¼ Cr, Mn, Fe, Co).133,140,141 Again these show

good agreement with experimentally determined structures

and trends.

One important issue highlighted by the empirical poten-

tial studies is the failure in some cases to fully account for

the variation in oxygen vacancy concentration as a function

of temperature, chemical potential, and cation dopant. The

diffusivity is constructed from both the migration energy and

the concentration of mobile defects [Eq. (5)], and as the lat-

ter may change dramatically with temperature and oxygen

partial pressure,142 then this will be reflected in the overall

activation energy but not in the migration energies calculated

from atomic scale simulations. There has been a sustained

effort to use DFT to address this problem and to predict the

oxygen vacancy concentration (and therefore diffusivity) for

a specific, chosen composition from first principles. These

calculations require absolute values of energy related to

some well-characterised external reference state, often an

oxide87,143 as the O2 molecule is poorly predicted by tradi-

tional LDA and GGA (although hybrid functionals appear to

fare better49). Doping with transition metals on the B site

also requires the use of hybrid functionals or the Hubbard

correction in order to capture the correct electronic structure,

although in the latter case the absence of band gap measure-

ments for many of the solid solutions, or in some cases the

end-members, has proven problematic.50 There are also sig-

nificant effects of vibrational entropy [contributing as much

as 0.5 eV to the vacancy formation enthalpy at 1000 K in

La0.5Sr0.5Co0.25Fe0.75O3 (Ref. 144)] Despite these chal-

lenges, several recent publications have shown significant

progress not just in understanding the complex defect chem-

istry in perovskites but as a fully predictive model. We note

as examples the complex role of Sr in vacancy formation

enthalpies,89,144 the prediction of the quasibinary phase dia-

grams for the BaFeO3-BaCoO3-SrFeO3-SrCoO3 system,50

and the use of DFT to examine SmCoO3, a promising but

relatively uncharacterized material for SOFC cathodes.145

The perovskites are a system that allows a direct com-

parison of the use of empirical potentials and electronic

structure methods. Many recent studies have defaulted to

DFT because of the complex, multiple cation substitutions

and that DFT is required to assess many of the other impor-

tant properties of perovskites such as their optical and mag-

netic properties. Correctly predicting the charge state and

energies of defects and their relation to the band structure of

the material is better performed using electronic structure

calculations,146 and as discussed, the concentration of oxy-

gen vacancies as a function of temperature and oxygen par-

tial pressure is only really captured through the use of DFT.

However, careful derivation and application of empirical

potentials, often including cations with multiple possible

charge states, can still yield valid results for basic defect

chemistry and migration pathways and also the ability to

consider large defect clusters which may be important in net

migration values. The study of Mather and co-workers, for

example, considered oxygen vacancy-cation dopant com-

plexes up to two vacancies and four cations131 in doped

CaTiO3 with a range of substitutions and size of simulations.

A feat that would likely be beyond the current capability of

DFT. The choice between empirical potentials and the (inar-

guably) more complete description of DFT may depend on

the influence of larger defect complexes on the overall

migration process.

C. Layered perovskites

The ability of perovskites to adapt their structure is not

limited to point defects, and several classes of materials have

been synthesised that are based on crystals formed from mul-

tiple layers of perovskite and other common oxide structures.

Of particular interest to the fuel cell community has been the

Ruddlesden-Popper series of layered oxides in their use as

mixed ionic/electronic conductors for cathode materi-

als.147–149 Although not in widespread commercial use com-

pared to the parent perovskite phases, they possess a low

activation energy for oxygen transport which underpins their

intended use at intermediate operating temperatures. They

also offer the possibility to mitigate against some of the

problems of traditional perovskite cathode materials, specifi-

cally better chemical compatibility with common electrode

materials91 and improved thermal stability.92,150

The first members of the Ruddlesden-Popper series,

with general formula K2NiO4, consist of alternating layers of

perovskite (KNiO3)� and rocksalt (KO)þ structural motifs.

The parent, high-temperature structure of these is tetragonal

(space group I4/mmm) and is illustrated in Fig. 3(b). The

Ruddlesden-Popper structure shows a high degree of compo-

sitional flexibility which manifests both through a tolerance

of significant oxygen hypo- or hyper-stoichiometry and the
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accommodation of a diverse range of metal ions on the cation

sub-lattice. Although the impact of cation substitutions on the

structure is subtle, they can significantly alter the diffusion and

surface reaction rates of the materials. For example, the

intermediate-temperature oxygen ion diffusivity in La2NiO4þd,

one the first members of the series to be proposed as a cathode

material,151 is significantly poorer than Pr2NiO4þd, despite the

apparent similarities of the crystal structures.148

In order to improve the performance of devices based on

these materials, it is necessary to understand the diffusion

process. Atomic scale simulations have been used in support-

ing this understanding for two reasons: they allow direct pre-

diction of diffusivity and activation energies allowing a wide

range of compounds to be examined and they also provide a

mechanism of using the atomic scale motion to predict time-

and spatially averaged data such as that obtained from x-ray

or neutron diffraction analysis.

The first series of atomic scale simulations to consider

these compounds used classical pair potentials to predict the

structure and diffusion at a variety of temperatures and with

a range of different metal ions.83,152,153 Figure 4 illustrates

the overall structure and diffusion mechanism including the

time averaged cation positions and oxygen ion density distri-

bution [Fig. 4(a)], the oxygen density distribution projected

in the plane of the oxygen apical sites [Fig. 4(b)], and plots

showing the progress of the oxygen interstitial during its

migration process [Fig. 4(c)]. In addition, these simulations

replicated both the absolute value and activation energy for

oxygen ion self-diffusion and the structure of the material as

established through maximum entropy refinement of neutron

diffraction data.154 The agreement of such simple pair poten-

tial models with both the structural and dynamics of the crys-

tal is perhaps surprising, but further DFT studies of this and

related materials suggest that, although there is evidence of

magnetic ordering and charge transfer within these struc-

tures, the overall impact on the oxygen ion migration path-

way is relatively inconsequential.155,156

The complexity of the Ruddlesden-Popper crystal struc-

ture including the effect of magnetic ordering does mean that

each convergence cycle in DFT is computationally expensive.

Currently, it has not been possible for researchers to replicate

the long timescale simulations necessary to establish directly

the diffusivity and activation energy of these materials at real-

istic temperatures. However, using the knowledge gained

from the classical pair potentials and the neutron diffraction

data, Perrichon and co-workers used a newly developed tech-

nique based on positional recurrence maps157 to examine the

effect of temperature and dopant ions on the predicted level of

oxygen ion diffusivity.156 These results are noteworthy, both

because of their importance in understanding the mechanism

of coordinated mobility in these materials and also in the com-

bination of better crystallographic understanding and carefully

selected DFT simulations in efficiently predicting long time-

scale diffusion without the need to run molecular dynamics to

these timescales.

The use of atomic scale simulations for these materials

has therefore been crucial in identifying the dominant diffu-

sion mechanism, which is an important first step in optimis-

ing the conductivity, and also assessing the role of various

different cations within the structure in altering this conduc-

tivity. Of particular note is the close link between the time-

averaged structures obtained from MD simulations and that

predicted from fitting to diffuse scattering data from neutron

diffraction measurements.83,154,158 This combined use of the

two techniques adds additional details to the diffraction data

and validation to the modelling. We will return to this point

in Sec. IV D on apatite materials.

Despite the recent activity in both experimental and

modelling work, there are several outstanding questions

from the work performed on Ruddleston-Popper phases:

there is no mechanism for oxygen ion diffusion along the c-

axis, despite experimental reports of significant (though

lower) conductivity along this direction in single crystals.

There is also no definitive answer to whether diffusivity in

hyperstoichiometric La2NiO4þd is ultimately limited by a

partial ordering of the oxygen interstitials due to their

Coulomb repulsion or the presence of increasing numbers of

oxygen interstitials causes a “stiffening” of the lattice lead-

ing to higher average migration barriers. Identifying which

(if any) of these processes occurs, and is important, is a cru-

cial step in realising the potential of these materials.

D. Apatite-based materials

Apatite-based oxygen ion conductors are a relatively

recent addition to the family of materials used for SOFCs but

FIG. 4. Details of the oxygen ion diffusion mechanism in K2NiO4þd (K ¼
La, Pr) showing the (a) overall crystal structure including the time and spa-

tially averaged oxygen ion isosurface; (b) a contour plot of average oxygen-

ion density through a unitcell at the z � 1=4 plane and (c) the interstitialcy

mechanism responsible for oxygen ion diffusion in the dilute limit (d ! 0).

Reproduced with permission from Parfitt et al., Phys. Chem. Chem. Phys.

12, 6834 (2010).153 Copyright 2010 Royal Society of Chemistry.
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have already generated significant interest due to their excep-

tionally high values of diffusivity and the promise of further

improvements. These synthesized compounds are crystallo-

graphically similar to the apatite minerals and biomaterials

often studied in the fields of geology and biology. Significant

oxygen ion diffusivity was first reported in silicate based apa-

tites,159 and later extended to germanium containing materials.

The general formula of the compounds of interest is

M9.33þx(XO4)6O2þ 3x/2, where M is a rare-earth element and

X ¼ Si or Ge. Structurally, the compounds are composed of

monolithic XO4 tetrahedra arranged in strings along the c-

axis, with the remaining oxygen and metal ions occupying

channels interspersed within. The resultant structure, shown

in Fig. 5, is highly anisotropic both in terms of its physical

properties and ion diffusivity.

The majority of SOFC related apatite materials are

based on La accommodation on the metal ion site; this is

driven by the observation that the largest ions (M ¼ La, Pr,

Nd) from the range of soluble lanthanides produce the high-

est ionic conductivity.159,160 A range of other minor dopants

may also then be used across the M and X sites, with some

ions (for example, Co) having the curious ability to substi-

tute on to either of these crystallographically quite distinct

sites.32 The tolerance of the structure to very disparate chem-

ical substitution can be linked to the ability of the XO4 tetra-

hedra, which form the structural backbone, to tilt and twist

allowing both significant expansion and contraction around

metal ion sites and even complete changes in the coordina-

tion number as seen for the very smallest metal ions (for

example, Mg) on the La sites.161

As was seen in the example of the Ruddlesden-Popper

phases, these complex structures often have ionic densities that

are not well captured by the site-specific thermal ellipsoid and

partial occupancy parameters that would be refined during

Rietveld analysis of powder diffraction data. For example, the

first published structures identified a band of highly anisotropic

oxygen sites along the c-axis,162 which it is natural to con-

clude, are the pathway for oxygen diffusion. However, atomic

scale simulations comparing La9.33(SiO4)6O2 and the

isostructural but poorly conducting compound

La8Sr2(SiO4)6O2 identified a further interstitial site which

enabled a lower-energy migration pathway82,163 for the for-

mer, whereas diffusion in the latter occurred via a vacancy-

assisted migration pathway. The importance of this addi-

tional interstitial site in controlling ionic diffusion was sub-

sequently confirmed with additional powder diffraction

structural refinement164 and NMR data.165

Further investigation of the local structure of the SiO4

and GeO4 tetrahedra may also help explain some of the puz-

zling features of the diffusion in these materials; in particu-

lar, the level of oxygen migration in the a-b plane is higher

than might be expected from the anisotropy in the structure.

This together with the comparable activation energies for

diffusion from single crystal studies points to a further series

of migration pathways operating between adjacent channels.

Identifying these channels however is a significant challenge

because their existence may be only transient due to favour-

able alignment of the SiO4 or GeO4 tetrahedra. Study of

these dynamic pathways, similar in many ways to the perco-

lation or paddle-wheel mechanism identified in superionic

Li2SO4 and Na2SO4 crystals,38,166–168 is only accessible

through atomic simulation.

E. Concluding remarks

Before leaving the topic of oxygen ion conductors, we

reflect on the success or difficulties encountered in the use of

the various techniques. For the examples considered here,

empirical potentials have provided the first insight into the

diffusion process and the effect of different dopant ions.

DFT calculations however have been used extensively (and

successfully) to model diffusion in doped ceria, and there are

considerable advantages in this approach particularly in the

flexibility to include many diverse ion substitutions without

having to derive new potential parameters. We do see how-

ever some of the difficulties inherent in the DFT approach

when applied to perovskite and perovskite-based materials.

A greater number of ions are required to model these crystals

FIG. 5. Diagram of the parent apatite

structure showing a 2 � 2 � 1 super-

cell with the MO4 tetrahedra in blue,

metal M ions in green, and the central

oxygen ion channel in red. The inset

shows details of the highlighted atoms

(blue box) viewed along the b � c

direction. The O4 sites are partially

occupied with highly anisotropic ther-

mal ellipsoids with the major axis

aligned along the c-axis; however, dif-

fusion actually takes place via an inter-

mediate site (O5) which has a very

small occupancy as predicted from

atomic scale simulations and later con-

firmed using powder diffraction

Rietveld refinement.
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because the unitcell is physically larger and the accommoda-

tion of long range elastic relaxation (for example, the tilting

of the NiO6 octahedra in Fig. 4) necessitates large supercells.

It is also not trivial to assess in these larger, anisotropic crys-

tals the coupling effect between a charged defect (e.g., an

oxygen interstitial) and the actual zero stress cell parame-

ters.169,170 It is likely therefore that in spite of the attractive

simplicity of direct DFT MD simulations, there will still be a

role for both empirical potential and targeted DFT simula-

tions in studying these materials.

V. LITHIUM DIFFUSION MECHANISMS IN BATTERIES

Battery technology is fundamental to the current and

future energy infrastructure as it offers methods to store

energy, when generated at local or a grid level, and transport

energy when separated from the grid, for example, in con-

sumer electronics. The components of modern battery cells

contain a cathode and an anode separated by an electroni-

cally insulating solid electrolyte,171 in common with the

SOFC cells discussed previously, however there are impor-

tant differences: the operating temperatures are lower and

the diffusing ion is required to be stored alternately and

repeatedly within the cathode and anodes during charge and

discharge cycles rather than either acting as a reaction site

for input of the fuel or removal of the exhaust. The materials

chosen for the cathode for example are not only required to

enable rapid ionic diffusion but must in addition provide a

suitable reaction energy in order to maintain a sufficient

open cell voltage for the battery.

The commercial drive to improve battery technology

has settled on Li-ion materials as the primary system, and

the low weight of Li means it is likely to remain as the lead

system for applications where specific energy density is the

central requirement. However, the recent interests in grid

level storage where cost and reliability are preferred over

raw energy density have led to interest in sodium based sys-

tems;172 sodium has significantly greater abundance and

lower production costs. We stress that although the materials

may differ between these two systems the techniques and

approaches from atomic scale simulations are equally appli-

cable to both.

Reaction energies at the cathode are one of the main

drivers for improving battery performance as the gravimetric

capacity of the most common graphite anodes typically

exceeds the cathode due to the light weight of carbon.173,174

We discuss reaction energies here only in passing, however,

as the individual energies are not directly related to diffusion

within the materials. Nonetheless, we note that atomic scale

studies are valuable in ascertaining these reaction energies

for a wide range of compositions, and much like the case of

diffusion, may provide the only method capable of accu-

rately sampling all of the possible combinations for a given

material crystallography.175 The diffusivity of cations within

the cathode and electrode determines the maximum charging

and discharging rates (i.e., the power density) and also influ-

ences the tolerance of the cell to repeated charging cycles.

Shorter charge cycles are desirable and the ability to revers-

ibly accept and donate charged ions in a material is

important to the longevity of a cathode-electrode-anode cou-

pling, and this behaviour has been systematically investi-

gated using atomic scale methods.176

In this section of the review, we will focus on the model-

ling of two leading cathode materials: the layered series of

rocksalt-derived compounds similar to LiCoO2 which exhibit

two-dimensional diffusion and the olivine-structured phos-

phate-based materials which have one-dimensional diffusion

pathways. Broadly, the rocksalt structured layered-

compounds tend to find use where the highest energy densi-

ties are required and the olivine-structured phosphates where

charge and discharge rates are most important. We will also

discuss some interesting new results for high-conductivity

electrode materials based on lithium lanthanum titanate and

MXene compounds which show significant promise as lith-

ium ion conductors.

A. LixCoO2 and related compounds

Some of the first commercially successful solid-state

cathode materials were lithium ceramics based on

LixCoO2,177,178 a layered crystal with general formula ABO2,

where A is an alkali metal ion and B is a trivalent transition

metal, most frequently described as an analogue of the A-

NaFeO2 structure.179 In this crystal, a cubic close packed

array of oxygen ions, illustrated in Fig. 6, forms octahedral

cages for the two species of metal ions A and B which occur

in alternate layers through the structure. The stronger, more

covalent B-O bond provides the basis for the structure and

permits considerable deviations from stoichiometry in the

more weakly bonded AO6 layers. This is accommodated

through the reduction of the transition metal ion to provide

charge compensation (for example, Co3þ ! Co4þ) for vari-

able levels of Li-ion incorporation.

The high cost of Co, potential toxicity, and poor thermal

stability of the compound180 have led researchers to explore

suitable alternatives based on similar structures. The require-

ment of variable valence states and compatible electronic

orbitals has selected primarily Ni and Mn substitution onto

the transition metal sites. These compounds are often prone

to loss of capacity after charge cycling, due to the transfor-

mation of the layered structure into a defective spinel,181 but

if this can be controlled, they offer a greater range of suitable

chemistries.

These materials have been exploited to produce a range

of Li and Na based cathodes which permit inclusion and

then subsequent removal of the alkali cation from the struc-

ture. Although powder x-ray diffraction studies combined

with arguments based on geometric factors and ionic radii

provided an accurate description of the structure of the

material182 and also a good approximation to the migration

pathway,179 detailed calculations of the complex crystallogra-

phy that determine the overall diffusivity were only possible

through atomic scale simulations. Initial work focused on

LixCoO2, which was one of the first high activity compounds

to be identified and put into commercial service. It exhibits

large deviations from stoichiometry, with 0.1 < x < 1.0

although this is accompanied by phase transformations

and the coexistence of different phases;182 a practical
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operating range for commercial cells is from around x ¼
0.4 upwards.

One of the early observations in the use of these materi-

als was the influence of cation disorder on the diffusion

mechanism. For example, ball milling of LixCoO2 samples

dramatically reduces the capacity of the material.183 This

disordering, which is due to the replacement of Li with tran-

sition metal ions from adjacent layers, also occurs during

charging and discharge cycles and therefore understanding

and limiting its effect on the migration process is important

in producing long lifetime cathode materials.

Early DFT calculations examined various transition metal

substitutions on the Co site and identified the importance of the

electronic structure in determining the ability of the compounds

to maintain significant Li diffusion following the disorder driven

through several charge/discharge cycles.184 A key link was

made between the bulk Li-diffusion, the transition metal species,

and the crystallographic layer spacing along the c-axis.185

Larger spacing was associated with a greater physical separation

between the transition metal cation and the Li ion during its

transient passage through the tetrahedral site. Disordering of the

structure causes a progressive reduction in the lattice parameter

and a consequential increase in the activation energy185 due to

the requirement for the Li ion to encroach upon the transition

metal site; loss of Li from the structure, which is crucial for high

charging capacity also reduces the lattice parameter with again a

significant reduction in diffusivity.186

We may conclude from these arguments that disordered

structures have a detrimental effect upon bulk diffusivity.

However, careful design of the chemistry of these materials

led by DFT simulations has opened up a new range of compo-

sitions which are disordered but have demonstrated high levels

of diffusion combined with good tolerance to repeated charg-

ing and discharging. For example, Lee et al.20 examined the

effect of multiple transition metal species within the structure

and using simulations determined that Li1.211Mo0.467Cr0.3O2

(LMCO) as a promising new composition. The diffusion

mechanism involves the Li-ion hopping through different octa-

hedral sites by passing through one tetrahedral site (o-t-o)

first20 as illustrated in Fig. 7(a). The ease of migration is based

on the arrangement of transition metal (TM) ions around the

Li-ion; Figs. 7(b)–7(d) present the three different possibilities

in a fully disordered arrangement of cations. The Li migration

energy is driven by the electrostatic repulsion between Li ions

and the local TM ions and therefore, the local number (0, 1, or

2) of the TM ions has progressively increasing migration ener-

gies. The key therefore to maintaining high levels of Li-ion dif-

fusion is ensuring that in these disordered structures there are

sufficient numbers of 0-TM sites to form a continuous percola-

tion network through the structure. Importantly, even if the 1-

TM channels become partially inactive due to disorder, a sig-

nificant percentage of Li ions will be still able to circulate

through the 0-TM percolating network.

Interesting points for future work would be the creation

of a percolating network in other Li-TM disordered oxides.

Lee et al.20 supports this suggestion via two basic reasons.

First, the regions around the 0-TM channel spot are only sur-

rounded by Li sites; therefore, the TM contribution tends to

be limited by the activation energy of Li diffusion. Second,

it is established that the tetrahedron height for most of the

disordered rocksalts is considered as the most appropriate for

FIG. 6. Crystal structure of LixCoO2 showing Li and Co and O ions in green,

blue, and red, respectively. Li ion sites are able to tolerate substantial partial

occupancy and cation disorder (exchange of the Li and Co ions) is also

extensively observed.

FIG. 7. Li-ion o-t-o hop possible environments: (a) Two tetrahedrons con-

nected with a neighbouring octahedral. (b) Activated states share faces with

no octahedral TM. (c) Activated states share faces with 1 octahedral TM. (d)

Activated states share faces with 2 octahedral TM. Reproduced with permis-

sion from Lee et al., Science 343, 519 (2014).20 Copyright 2014 Highwire

Press American Association for the Advancement of Science.
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those channels to be activated. Assuming that there might be

no other kinetic limitations in this case, the described perco-

lating network could successfully be used in the investiga-

tion of other disordered systems of interest.

B. Phosphate based cathodes

A desire to reduce costs and potential environmental

impact has led to the development of lower capacity, cheaper

cathode materials based on olivine-structured Li2FePO4 and

related compounds.187 These materials have long been known

for their relatively high levels of ionic diffusion; however, the

discovery of significant levels of electronic conductivity fol-

lowing minor doping with aliovalent transition metal cations

has led to their adoption for cathode materials.188 Significant

improvements to charging and discharge rates have been

achieved through reducing the size of the particles in order to

increase the effective working volume;189,190 however, diffu-

sion into and out of the cathode remains a significant barrier

to their use in many applications.191

The olivine structure, shown in Fig. 8, is based on

interlinked MO4 tetrahedra which form an extended three-

dimensional array linked by octahedrally coordinated Fe

ions. The stronger, covalent M-O bonds lend olivine-

structured oxides greater thermal stability and tolerance to

repeated charge and discharge cycles than layered struc-

tures such as LixCoO2. Atomic scale simulations have been

used to study the diffusion mechanism192 which was then

subsequently confirmed by maximum entropy refinement

of neutron diffraction data.193 The Li ions are arranged in

lines along the b-axis and migration takes place along this

direction although following a distinctly curved path. A

direct comparison with Na-ion diffusion identified a similar

mechanism but with a lower activation energy for

migration.194

The difficulty of the use of olivine structured LiFePO4

cathodes is the fragility of the one-dimensional diffusion,

which in contrast to the two-dimensional diffusion in layered

compounds, is easily interrupted by crystal defects. It also

requires preferential alignment of the crystal planes to the

surface of the crystallites and favours smaller, higher purity

particles to optimise the intercalcation/decalcation reaction.

The surface chemistry of the LiFePO4 particles is complex;

however, atomic scale simulations are able to provide an

estimate of the surface energies,195 which can be used to

explain the occurrence of different surface fractions depend-

ing on the method of chemical synthesis.196–198

C. Electrolyte developments

In traditional rechargeable Li-ion batteries, intercalation

in the cathode is the limiting design feature leading to a lim-

ited capacity after many charge and discharge cycles.

However, along with renewed interest in alternative battery

technologies, Li-sulphur or Li-air, which with pure Li foil

cathodes have a theoretical capacity of 3600 mAh/g, have

driven interest in higher diffusivity electrodes as well.

Although polymeric materials and glasses have been

proposed as electrolytes, nonetheless ceramic materials, and

particularly oxides and perovskites, can be considered as

advantageous for these applications. Recently Jay et al.199

referred that the lithium lanthanum titanates such as La2/3-x

Li3xTiO3 (LLTO), as structural disordered materials, are

very interesting due to their high ionic conductivities and

their non-Arrhenius behaviour. The main insights gained by

MD in this particular material have to do with the extended

analysis of the 3D network of diffusion pathways through

which the ions can move in various directions.

It was previously determined by Ohnishi et al.200 that

the cations of the perovskite tend to form low La content

(Lapoor) and high La content (Larich) atomic layers that affect

the Li ionic migration. This can be described by the ordering

degree in the crystal using the following equation:199

S ¼ RLa�rich � Rdis:

1� Rdis:
;

where the Rdis. and R(La-rich) terms are the occupancies of the

A-sites by the exact amount of La3þ ions for the disordered

and the La-rich layered structures, respectively. Figure 9 is a

schematic representation of LLTO where layers with Lapoor

and Larich are coloured in blue and yellow, respectively. It was

calculated by Jay et al. that in the case where S ¼ 0 (the sys-

tem’s structure is completely disordered) the ionic diffusion is

completely homogeneous and isotropic. This is because the

diffusion in LLTO is facilitated by vacancies; consequently,

the total stoichiometry and the ordering degree that leads to the

percolating network (Fig. 9) are important. The structure and

its impact on the conductivity of LLTO were then studied

using an advanced methodology based on MD combined with

a Genetic Algorithm (GA). This approach successfully repli-

cated the experimentally determined results,174 whereas it pro-

vides a way to tailor layers in such a way that Li diffusivity is

maximised. As this method is transferable it can pave the way

to design disordered materials with optimum properties for

energy applications. This is an example where advanced

modelling techniques not only act synergistically with experi-

ment but can also provide unique insights.

FIG. 8. A 1 � 1 � 2 supercell of the olivine structured LiFePO4 showing

oxygen atoms in red, phosphate groups in blue, Fe ions in orange, and Li

atoms in green. Li diffusion occurs through the chains of sites aligned with

the b-axis.
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Li ion diffusion channels have also been described by

Kim et al.201 for the case of the monoclinic LiMnBO3, illus-

trated in Fig. 10. It was strongly suggested that the intercala-

tion kinetic processes are affected significantly by cation

disorder in the material. They investigated the atomic effects

by using both computational and experimental techniques.

The single dimensional (1D) transport properties of

LiMnBO3 are considered to be unusual and can be influ-

enced by the particle size of the material. In particular, it was

determined that the electrochemical performance can be

improved through the particle nanosizing and the structural

stabilization. Additionally, the experimental observation of a

diffusivity limitation leads to the relative discrepancy

between the theoretical prediction and the physical pro-

cesses. Kim et al.201 investigated the Mn/Li structural disor-

der of LiMnBO3 with the conclusions linked to the diffusion

limitation of the Li ions which was due to channel blocking.

For a completely isotropic distribution of MnLi antisites in

the crystal, it was shown that particles of a larger size will be

more affected by the channel blocking. Importantly, the total

diffusivity of a system can be influenced by external stimuli

on the particles. For example, the smaller particles can be

activated under external voltage/current conditions respond-

ing faster than the larger particles. In this framework, particle

size distribution will be linked to the distribution of various

diffusivities. Kim et al. observed that during the several

charge/discharge reactions, the Li ion diffusivity decreases.

Through the manipulation of the chemistry in the system, it

could be possible to minimize the kinetics limitations and

unblock the channels leading to the Li ion extraction.

D. MXenes

Two-dimensional materials such as MXenes have

recently emerged to gain the attention as potential candidates

for Li-ion batteries, due to the combination of high charging

rates and attractive ionic capacity.175,202–204 This new group

of materials includes transition metal carbides as well as car-

bonitrides that can be formed by the etching of the A metal

from the Mnþ1AXn phases (where n ¼ integer, M ¼ transition

metal, A ¼ group of 13–16 elements, X ¼ C or N).202

Numerous MXenes have been discovered during the last few

years175,203 with the titanium carbides being by far the most

common in the literature. Nevertheless, several MXenes

with M ¼ Ta, V and Nb can also be important.

Soon after their discovery, MXenes were shortlisted for

numerous applications including catalysts, sensors, superca-

pacitors and Li-ion batteries.204,205 Regarding Li-battery

FIG. 9. LLTO schematic graph where the pathways in ab directions are

shown for every Lapoor and Larich layer. The structure has been optimized

using MD in conjunction with GA. Reproduced with permission from Jay

et al., Phys. Chem. Chem. Phys. 17, 178 (2015).199 Copyright 2015 Royal

Society of Chemistry.

FIG. 10. The Li pathways visualized using DFT calculations along the

(a)–(c) [100], (d)–(f) [010], and (g)–(i) [001] directions in LiMnBO3. In this

figure, (a), (d), and (g) correspond to no antisite disorder, (b), (e), and (h) to

antisite disorder to the lowest formation energy (0.747 eV), and (c), (f), and

(i) to the second lowest formation energy (0.752 eV). U and B refer to the

unblocked and blocked channels, respectively, whereas superscripts label

the channel positions. Reproduced with permission from Kim et al., Adv.

Energy Mater. 5, 1401916 (2015).201 Copyright 2015 John Wiley and Sons.
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anode materials the V2C-based (as well as the Ti2C and Nb-

based) MXenes are the most promising, whereas for elec-

trode materials Ti2C, Ti0.5, Nb0.5C, and T3CN.205–209 For

example, Zhao et al.209 investigated the potential of the

energy storage of several MXenes including Ti2C which was

proposed as an anode material, whereas Berdiyorov210 theo-

retically studied the Ti3C2 MXene to provide information on

the Na and Li absorption on the electronic transport proper-

ties of the material. Here, we will focus on the Nb-based

MXenes and describe the mechanism and energetics of Li

diffusion.

Nb2C and Nb2CX2 have been investigated by Zhu

et al.202 who employed DFT to investigate the defect process

of Li. DFT calculations were deemed to be in good agree-

ment with experimental results211,212 regarding the lattice

constants and bond lengths. Using DFT, the analysis of every

particular structure led to the most energetically favourable

side for the adsorbed Li atoms, which is the top of the C

atom.160

Figure 11 reports the migration pathways and diffusion

barriers for Li on Nb2C and Nb2CX2 (X ¼ O and F). The 3

possible migration pathways considered for Li diffusion are

from top of C to the most stable nearest neighbour [i.e., (I)

C-C, (II) C-Nb(2)/O/F-C and (III) C-Nb(1)-C]. Pathway II

has the lowest diffusion barrier of 0.036 eV for pristine

Nb2C. For the passivated substrates, the lowest diffusion bar-

riers are along pathway III with 0.30 eV and 0.23 eV for O�

and F� terminations, respectively. Therefore, in the pristine

Nb2C the Li ions are predicted to migrate easily with a very

small diffusion barrier, however, the functionalization

groups are calculated to increase the diffusion barrier consid-

erably obstructing Li migration. This in turn can be a prob-

lem in numerous 2D materials where the Li diffusion will be

higher when functional groups are introduced and might hin-

der their application.

VI. SUMMARY AND CONCLUSIONS

Diffusion is a phenomenon that is critically important for

the development of more efficient SOFCs and batteries. The

present review has focused on the role of atomic scale models

to predict and investigate the oxygen and lithium diffusion

mechanisms in energy materials in these electrochemical

cells. It is anticipated that in conjunction with validation and

verification experiments these computational modelling

approaches will become increasing important and will impact

the community by the replacement of more empirical qualita-

tive arguments in the discovery of energy materials.

Advanced materials, which are designed rather than chosen

for a given application, contain too many possible permuta-

tions of composition and structure to be usefully explored

using traditional chemical synthesis. Therefore, predictive

modelling in order to provide a rational survey of the compo-

sition phase space or well-founded, clear design principles is a

prerequisite to accelerate their adoption.

We note two important modern developments in mate-

rial physics which we believe may have significant impact

on the future performance of fuel cells and battery materials.

The first is the increasing use of layered heterostructures to

impose strain within a crystal lattice and the second is the

rapid progress that is being made in computational material

design.

A. Strain and interface design

As discussed in Sec. III A, the use of strain has already

been identified as an important controlling parameter in dif-

fusivity in ceria. Introducing artificial lattice strain through

chemical heterogeneity in the microstructure may provide a

route to increase diffusivity in both SOFC and batteries.213

However, the presence of these interfaces may also provide a

source or sink of defects allowing deviations from stoichi-

ometry. As an example, recent work on pulsed laser depos-

ited Sr-doped lanthanum manganite has shown significant

enhancement of oxygen diffusivity at low temperatures due

to the presence of the interface between this and the underly-

ing electrode substrate.214 This is attributed to both the strain

within the layers and also the boundary itself providing a

source of oxygen interstitials. The thermodynamics and

kinetics of point defect behaviour near to chemically sharp

interfaces may be dramatically different to that in bulk mate-

rials. Ironically, as the fabrication techniques to produce

these new interfaces become more exacting, the simulations

become simpler and more direct as the length-scales

approach the atomic scale. We foresee a significant and

FIG. 11. Diffusion barrier profiles of Li on Nb2C and Nb2CX2 (X ¼ O and

F) and corresponding migration pathways for Li diffusion. The Nb, C, O, F,

and Li atoms are shown in brown, black, red, yellow, and blue colour.
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corroborative role for atomic scale modelling in understand-

ing these structures.

New materials for both fuel cells and batteries will

increasingly make use of compositionally or structurally

graded nanoscale interfaces. Strain is endemic in these mate-

rials due to the deliberately induced mismatch in lattice

parameter, and equally importantly, the largely unavoidable

differential thermal expansion across heterophase bound-

aries. Management of the beneficial and deleterious effects

of epitaxial strain on diffusion will therefore be an important

part of future device manufacture. The method of calculating

diffusivity from atomic scale simulations will provide clear

guidance as the measurement of these interface regions is

beset by problems of separating the genuine contribution to

atomic mobility due to strain from either electrical conduc-

tivity in the substrate or chemical segregation to the bound-

ary. Strains on an atomic scale can be accounted for in a

formal context, for example, the strain dipole method which

shows promise for predicting modification to diffusivity for

an arbitrary triaxial stress state.215

B. Computational material discovery

Traditional materials science is built on compounds that

have evolved over many years through iterative changes to

their composition and processing parameters. This process

has been guided by prior knowledge some of which is based

on sound theoretical grounds (the periodic table for example)

and some is more heuristic. This is a slow and not necessar-

ily effective way of choosing an optimum material for a

given application. Computational materials discovery is the

use of first principles calculations to rapidly and cheaply pre-

dict properties for a range of composition and structures in

order to speed up this exploration rate. This is a recent and

evolving field but already it is producing notable results. In

Sec. V A, it was discussed that the specific composition of

the Li-rich disordered rocksalt compound was synthesised

only after DFT calculations identified the composition and

disorder parameter as having particularly favourable Li-

diffusion characteristics. Similar cation-disordered oxide

structures containing novel combinations of metal cations216

have shown a number of remarkable properties,217 including

reports of room temperature superionic behaviour for Li-ion

conduction.218 Again, DFT supported through the use of the

semiquasirandom (SQS) method219 to mimic cation disorder

in small supercells has been used to enable rapid exploration

and discovery of the very wide phase space available to these

materials.220

Despite advancing computer power, it is no more possi-

ble to calculate the properties of all possible element combi-

nations for even a modestly complex crystal system than it is

to experimentally synthesise and test them (although the cal-

culations would progress much faster). The usefulness of

these methods therefore relies upon regression of these prop-

erties into features,221 which could represent bond lengths,

compositions, or any structural parameter, and then, the use

of these features to make an informed guess as to where to

target the next set of calculations. This allows the dataset to

be built intelligently, efficiently and with a focus on the most

promising compounds. Although not directly calculating dif-

fusion, a number of studies have successfully applied these

methods to characterise possible materials for Li-battery

anodes and cathodes.222–224 Similarly, the structure and

properties of the apatites and MAX-phases (the chemical

precursor to the MXenes discussed in Sec. V D) have been

examined using these methods.225,226

C. Concluding remarks

In this review, we have highlighted the use of atomic

scale models in identifying the governing dynamics of dif-

fusion in two classes of energy materials. There are several

areas where these models can provide rapid, cheap charac-

terisation of diffusion rates and activation energies and

these will be increasingly important as modern materials

become complex and tailored to individual applications.

Because the energy materials considered here have large

values of diffusivity they will be amongst the first areas to

benefit from this approach, but similar techniques are likely

to be useful across several different areas of energy mate-

rial research.

What is the future of atomic scale simulations in this

area? We can be almost certain that there will be a continued

growth in the availability of computing power which will

enable larger and longer time simulations. The field is cur-

rently populated by a wide range of individuals and groups

of researchers, rather than a handful of labs with access to

national-scale computing facilities, which suggests that

growth in available computer power is meeting the needs of

the community. We do foresee requirements for more intelli-

gent analysis methods: as simulations become larger, they

will also become increasingly cumbersome. For example,

methods for automatically identifying the transition states

that makeup a diffusion pathway will be required in order to

extract meaningful information from large simulations of

complex crystal structures, it will no longer be possible to do

this by inspection of the MD trajectories which may reach

many gigabytes of raw data. We also highlight the recent

endeavours to provide an open repository for simulation

data222,227,228 that should provide a significant improvement

to the transferability and validation of simulation data,

together with tools for the wider experimental community to

access modelling results in a consistent and comprehensible

format.

Despite the recent interest in developing automated dis-

covery and design of materials, we stress that there is still

synergy between these models and experimental data gener-

ated from more traditional material science. It is significantly

easier to calculate an ionic density distribution or activation

energy from a simulation for comparison with experimental

data than it is to unpick an experiment to provide a time and

spatially resolved crystallographic model. The use of these

simulations can therefore articulate theories of bonding and

diffusion which are absent from the more abstract point and

group language of modern crystallography. We therefore see

a continued importance of atomic scale models in interpret-

ing and providing a common understanding of experimental

data.
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